Unit #3.  “Regression analysis.  Regression models”

1.Make sure that you know the words below (use a dictionary if it is necessary). What parts of speech can they belong to and what derivatives can they form? 
1) reduce                      6) undetermined

2) independent             7) exactly

3) relate                        8) unknown 

4) analysis                    9) approximately

5) available                 10) solution

2.Read the text with the dictionary – to make sure you understand it in detail

Regression models involve the following variables:

· The unknown parameters denoted as β; this may be a scalar or a vector of length k.

· The independent variables, X.

· The dependent variable, Y.

A regression model relates Y to a function of X and β.The approximation is usually formalized as E(Y | X) = f(X, β). To carry out regression analysis, the form of the function f must be specified. Sometimes the form of this function is based on knowledge about the relationship between Y and X that does not rely on the data. If no such knowledge is available, a flexible or convenient form for f is chosen.

Assume now that the vector of unknown parameters β is of length k. In order to perform a regression analysis the user must provide information about the dependent variable Y: if N data points of the form (Y,X) are observed, where N < k, most classical approaches to regression analysis cannot be performed: since the system of equations defining the regression model is undetermined, there is not enough data to recover β.

If exactly N = k data points are observed, and the function f is linear, the equations Y = f(X, β) can be solved exactly rather than approximately. This reduces to solving a set of N equations with N unknowns (the elements of β), which has a unique solution as long as the X are linearly independent. If f is nonlinear, a solution may not exist, or many solutions may exist.

The most common situation is where N > k data points are observed. In this case, there is enough information in the data to estimate a unique value for β that best fits the data in some sense, and the regression model when applied to the data can be viewed as an overdetermined system in β.

In the last case, the regression analysis provides the tools for: finding a solution for unknown parameters β that will, for example, minimize the distance between the measured and predicted values of the dependent variable Y (also known as method of least squares).

Under certain statistical assumptions, the regression analysis uses the surplus of information to provide statistical information about the unknown parameters β and predicted values of the dependent variable Y.

Independent measurements can be explained by the following example: consider a logistic regression model, which has three unknown parameters, β0, β1, and β2. An experimenter performed 10 measurements all at exactly the same value of independent variable X. In this case, regression analysis fails to give a unique value for the three unknown parameters; the experimenter did not provide enough information. The best one can do is to calculate the average value of the dependent variable Y and its standard deviation. Similarly, measuring at two different values of X would give enough data for a linear or a power regression (two unknowns), but not a logistic (three unknowns) or cubic (four unknowns).

3. Give Russian equivalents to the underlined expressions in the text and make up short situations using as many lexical units as it is possible.

4. Give antonyms for the words below. Learn them by heart.

1) regression- 

2) unknown- 

3) dependent- 

4) knowledge- 

5) available- 

6) convenient- 

7) unique - 

8) minimize- 

9) exactly- 

10) classical– 

5. Mark the following statements as either true (T) of false (F).

1) ⁪ Regression models involve 2 variables: the dependent and independent.

2) ⁪ A regression model relates X to a function of Y and β.

3) ⁪ To carry out regression analysis, the form of the function f must be specified.

4) ⁪ In order to perform a regression analysis the user must provide information about the independent variable Y. 

5) ⁪ The most common situation is where N > k data points are observed.

6) ⁪ The method of least squares is the process of minimizing of the distance between the measured and predicted values of the dependent variable Y.

7) ⁪ Logistic regression model has three unknown parameters, β0, β1, and β2.

6. Look through the text once more and give the definitions for the following terms. Look for additional information if it is necessary.
1) The independent variable

2) Approximation

3) A regression model

4) Method of least squares

5) Logistic regression model

7. Translate, and then render the following abstract into Russian.

Regression analysis is a collective name for statistics techniques for the modeling consisting of values of a dependent variable (also called response variable or measurement) and of one or more independent variables (also known as explanatory variables or predictors). The dependent variable in the regression equation is modeled as a function of the independent variables, corresponding parameters ("constants"), and an error term. The error term is treated as a random variable. It represents unexplained variation in the dependent variable.

 Regression can be used for prediction (including forecasting of time-series data), inference, hypothesis testing, and modeling of causal relationships.

8.Work in pairs or individually. Choose a topic, look for additional information and prepare the presentation to demonstrate it to your group mates.

1) Interpolation and extrapolation

2) Multicollinearity

3) Random variable

4) The history of regression.

